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Optimal testing time for suppression of competitors during interference
resolution
K. W. Joan Ngoa,b and Lynn Hashera,b

aDepartment of Psychology, University of Toronto, Toronto, ON, Canada; bRotman Research Institute, Baycrest Centre, Toronto, ON, Canada

ABSTRACT
Interference between competing memory traces is a common cause of memory failure. Recent
research has demonstrated a suppression mechanism that operates at retrieval to resolve
interference. Using an adaptation of the suppression paradigm in Healey, Ngo, and Hasher
[(2014). Below-baseline suppression of competitors during interference resolution by younger
but not older adults. Psychological Science, 25(1), 145–151. doi:10.1177/0956797613501169],
we tested whether the ability to suppress competing memory traces varies with the
synchrony between optimal arousal period and time of testing. We replicate the below-
baseline suppression effect for young adults tested at optimal times of day, and present
novel evidence that they do not show competitor suppression during non-optimal times of
day. In fact, competitors are actually strengthened at non-optimal times. Our results suggest
that the ability to resolve interference by suppression varies with circadian arousal.
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When retrieving a memory, such as the surname of your
friend John, the cues that guide retrieval often activate
related memory traces, likely including surnames of other
friends named John. Several decades of research have
shown that activation of competing traces in memory
interferes with retrieval of a target memory (e.g., Anderson,
1974; Anderson & Neely, 1996; Postman, 1971). Many
researchers have argued that suppression is required to
control or down-regulate interfering memories (e.g.,
Aslan & Bäuml, 2011; Healey, Campbell, Hasher, & Ossher,
2010; Healey, Ngo, & Hasher, 2014; Norman, Newman, &
Detre, 2007; Storm, 2011).

We have previously provided evidence for suppression
of competitors at retrieval as a decrease in accessibility
for rejected words (Healey et al., 2010). In that study, par-
ticipants in the critical condition were exposed to pairs of
orthographically similar words (e.g., ALLERGY and
ANALOGY) after which they solved word fragments that
resembled both words (e.g., A_L_ _GY), but could only be
solved by one (here, ALLERGY). Suppression of competitors
(e.g., ANALOGY) was subsequently measured using naming
time. The competitors were named no faster than control
words that had not been presented. This was taken as evi-
dence that in resolving competition, items are suppressed
at least to their pre-exposure semantic memory baseline
level (see also, for example, Blaxton & Neely, 1983;
Healey, Hasher, & Campbell, 2013; Higgins & Johnson,
2009; Storm, 2011).

Subsequently, we reported the very rare finding of
below-baseline suppression of competitors (Healey et al.,

2014). In that study, participants generated related or unre-
lated responses to each of a series of cue words (e.g., PEP-
PERONI) which had been selected to activate strong
associates (e.g., PIZZA). Producing an unrelated response
to the cue was assumed to require the suppression of its
strong associate. Accessibility of the strongest associate
of each cue was measured by naming time. Participants
showed below-baseline naming times (or accessibility) to
the rejected words. That is, it took longer to name those
words than to name control items.

Because there are few reports of below-baseline sup-
pression, one goal of the present study is to assess the
replicability of this finding. We also considered whether
the synchrony between circadian arousal and testing
time would influence the degree to which suppression of
competitors would be seen. The logic here is tied to find-
ings that attention regulation is better at times that
match ones’ arousal pattern than at times that mismatch
the pattern (e.g., Hahn et al., 2012; Hasher, Zacks, & May,
1999; May, 1999).

Circadian arousal patterns (Morning, Evening or Neutral
chronotypes) can be reliably measured using a paper and
pencil instrument, the Horne–Ostberg Morningness–Even-
ingness Questionnaire (MEQ), which correlates highly with
physiological measures (e.g., Horne & Östberg, 1976; Roen-
neberg, Wirz-Justice, & Merrow, 2003). Differences in per-
formance at optimal and non-optimal times of day have
been found in a broad range of cognitive tasks including
implicit learning (Delpouve, Schmitz, & Peigneux, 2014),
semantic retrieval (Fabbri, Mencarelli, Adan, & Natale,
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2013), memory for words and sentences (May, Hasher, &
Stoltzfus, 1993; Petros, Beckwith, & Anderson, 1990; Yoon,
1997), and in creativity and problem solving tasks (Weith
& Zacks, 2011). Of central concern here are reports of syn-
chrony effects (i.e., better performance at testing times that
match versus mismatch individual arousal patterns) seen in
tasks requiring suppression of inappropriate responses
including the ability to ignore distraction at encoding
(Anderson, Campbell, Amer, Grady, & Hasher, 2014; May,
1999; Rowe, Valderrama, Hasher, & Lenartowicz, 2006),
the ability to suppress stereotypes (Bodenhausen, 1990),
and other strong but incorrect responses (Marek et al.,
2010; May & Hasher, 1998; Schmidt et al., 2012), as well
as in the ability to resist proactive interference (Hasher,
Chung, May, & Foong, 2002). This latter finding is particu-
larly relevant to present concerns because successful sup-
pression of competitors is critical for reducing proactive
interference.

Here, we used a variant of the Healey et al.’s (2014) pro-
cedure and tested whether the ability to suppress compet-
ing memory traces would vary with the synchrony
between optimal arousal period and time of testing.
Given the chronotype patterns typical of young adults
(e.g., Hasher, Goldstein, & May, 2005; Yoon, May, &
Hasher, 1999), we tested evening and neutral chronotype
individuals at an optimal time (afternoon) or non-optimal
time (morning). We anticipated a replication of the sup-
pression effect at optimal times (in the afternoon) but
less so, or perhaps not at all at non-optimal times (in the
morning), suggesting that the ability to resolve compe-
tition by suppression varies with the match between circa-
dian arousal and time of testing.

Methods

Overview

In the first of two phases, participants were prompted to
generate aloud a related response to some cue words
and an unrelated response to others. Since the cue
words were chosen to activate strong associates, produ-
cing an unrelated response likely involved suppressing
the closest associate, but producing a related response
did not. In the second phase, accessibility was measured
using a lexical decision task that included the closest
associate of each of the Phase 1 cue words. A baseline
measure for the lexical decision task was obtained
using counterbalanced control words that were not
seen in the context of the experiment. Following Healey
et al. (2014), slower lexical decision times were expected
for words participants had to suppress in order to
produce an unrelated response compared to control
words. Furthermore, and based on evidence suggesting
reduced cognitive control at off-peak times of day (e.g.,
May, 1999), suppression effects were expected at an
optimal time of testing, but less so or not at all at an
off-peak time.

Participants

Participants were 60 university students (39 females), all
native English speakers compensated with course credit.
Since young adults’ general circadian preference and
period of peak arousal falls in the afternoon (Hasher
et al., 2005; Yoon et al., 1999), participants were screened
for evening or neutral chronotype using the MEQ and
tested during an “optimal” time of day (afternoon, 1:00
pm–4:00 pm) versus a “non-optimal” time of day
(morning, 9:00 am–12:00 pm). Participants tested at the
two times of day did not differ in age, years of education,
vocabulary (Shipley, 1946), or MEQ scores (Table 1). The
data from two participants who scored below 50% on
the Shipley vocabulary test, and three participants who
scored within the morning-type range (above 59) on the
MEQ were replaced with data from new participants.

Stimuli

Seventy-five cue-target pairs (e.g., PEPPERONI-PIZZA)
were selected from the University of South Florida Free
Association database (Nelson, McEvoy, & Schreiber,
1998) using the same selection criteria as Healey et al.
(2014). Each target was the strongest associate to its
cue. The word pairs were equated on forward and back-
ward association strength, word length, word frequency,
normed naming time, standard deviation of normed
naming time, concreteness, and the strength of the
next highest cue-to-target association. Three 25-pair lists
were created and randomly assigned to be the Related,
Unrelated, and Control conditions for each participant,
with list-condition assignments counterbalanced across
participants. The control items were used as a lexical
decision speed baseline against which to test the pres-
ence versus absence of suppression effects for words in
the unrelated condition. The average word length of
the target words was used to generate 75 pronounceable
non-words using the English Lexicon Project database for
the lexical decision task (Balota et al., 2007).

Procedure

During Phase 1, participants verbally generated semanti-
cally related or unrelated responses to cue words into a
microphone. A fixation cross appeared (1500 ms) before
each trial, then “Related” in green font or “Unrelated” in
red font indicated the task command for the next word
for 1000 ms. Following the task command, a cue word
appeared on the screen for 1500 ms followed by a question
mark which remained on screen for up to 4000 ms or until
the microphone detected a verbal response. A fixation
cross appeared once again in the 1500 ms interstimulus
interval (ISI) to indicate the end of each trial. Phase 1
lasted approximately 10 minutes.

For the Related condition, participants were instructed
to “say the first word that comes to mind that is
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meaningfully related or strongly associated to the cue
word”. For the Unrelated condition, they were instructed
to “say a word with as little relationship to the cue word
as possible”. Cue words from two word lists were presented
in the generation task, while the remaining list served as
Control items. Twenty-five words of each cue type
(Related or Unrelated) were randomly intermixed using a
single random order with the constraint that no more
than two trials of the same type occurred consecutively.
Word list-condition assignments were counterbalanced
across participants.

Informing participants about which type of response to
give prior to seeing the cue word is a change from the pro-
cedure used by Healey et al. (2014). In that study, partici-
pants first saw a word and then were given instructions
to produce a related or unrelated response. This change
was made, along with the response task used here (from
naming time to lexical decision) to assess the replicability
and generalisability of the original finding of below-base-
line suppression of competitors.

Following immediately in Phase 2, participants used a
key press to indicate whether each of a series of letter
strings presented on screen was a word or non-word.
The stimuli consisted of 75 target words from all 3 word
lists and 75 non-words (e.g., GRIKE). Each stimulus was pre-
sented on screen for up to 4000 ms or until a response was
given, followed by a 1500 ms ISI. Phase 2 lasted approxi-
mately 15 minutes. Participants practised the tasks prior
to the experimental trials to ensure proper understanding
of the task instructions and appropriate timing of verbal
responses into the microphone to minimise the number
of missed trials.

Results

Data processing

As an initial step, trials from the first phase were removed if
the participant repeated a response from an earlier trial, if
extra sounds (i.e., “um”) advanced the trial before a
response could be produced, or if a response was not gen-
erated within the time allowed. Accordingly, the target
words corresponding to the skipped cue words were
removed for the lexical decision trial analysis. The trimming
rate was 2.8% of responses. Then, reaction times in both
phases were trimmed at 2.5 standard deviations of the
mean per participant per condition; no additional trials
were removed from Phase 1 and 2.7% of trials were
removed from Phase 2.

The response time data for the first phase were analysed
using a mixed ANOVA with testing time (AM vs. PM) as a
between subjects factor and item type (Related vs. Unre-
lated) as a within subjects factor. Only the effect of item
type was reliable, F(1, 58) = 111.82, p < .001, h2

p = 0.66.
The main effect of testing time and the interaction
showed p values >.26. Participants in both testing
periods were faster to generate a related word (AM: M =
802.52 ms, SD = 240.15; PM: M = 736.27 ms, SD = 173.53)
than an unrelated word (AM: M = 1198.89 ms, SD =
432.02; PM: M = 1229.47 ms, SD = 422.68).

The lexical decision time data are shown in Figure 1. The
mixed ANOVA plan now included testing time and three
item types (Related, Unrelated, and Control), based on
their functions in the first phase of the study. Only the
interaction between item type and time of testing was sig-
nificant (F(2, 116) = 4.71, p = .011, h2

p = .075). Participants
tested in the afternoon (an optimal time) were slower to
decide on the lexical status of the strong associates in
the Unrelated condition compared to control words,
t(29) = 2.22, p = .034, d = .20. By contrast, participants
tested in the morning, at their non-optimal time of
day show a substantially different pattern, facilitation – or
a speed up in naming time relative to control times,
t(29) = 2.11, p = .044, d = .13.

Following Healey et al. (2014), the lexical decision times
were also analysed by calculating suppression scores as
residuals from a regression predicting Unrelated RTs from
Control RTs. The standardised residuals serve as a measure
of reaction time influenced by factors unique to the Unre-
lated condition. Independent samples t-tests on the
standardised residuals indicated that participants tested in
the afternoon (M = 0.32, SD = 1.09) showed better suppres-
sion abilities than those tested in the morning (M =−0.32,
SD = 0.77), t(58) =−2.59, p = .012, d = 0.24. The lexical
decision results suggest that young adults tested at
periods of low cognitive arousal may experience higher
interference than those tested at an optimal time of day
due to circadian fluctuations in inhibitory control, a
finding consistent with behavioural evidence that proactive
interference is greater at non-optimal than at optimal times
of day (Hasher et al., 2002).

Discussion

In an adaptation of the suppression paradigm (Healey et al.,
2014) using lexical decision as the dependent measure, we
demonstrated below-baseline access of associates for one

Table 1. Participant demographic information.

Testing time n

Age (years)

Years of education (M ) Vocabulary MEQM Range

PM 30 19.6(2.2) 17–27 13.7(2.1) 30.0(3.7) 41.2(7.5)
AM 30 19.0(1.4) 17–24 13.5(1.2) 29.0(3.6) 43.7(7.1)

Note: Vocabulary measured using the Shipley (1946) vocabulary test (maximum score = 40). MEQ (Horne & Östberg, 1976) scores range from 16 to 86;
evening-type chronotypes are denoted by scores below 41, neutral for scores from 42 to 58, and morning-type chronotypes for scores above 59. Standard
deviations are in parentheses.
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group of participants and facilitated access for the other
group – two groups that only differed in the synchrony
between their circadian arousal and time of testing. In
the current experiment, cue words were presented to
elicit activation of strong associates: Unrelated trials
involved suppression of activated associates while
Related trials did not. We replicated the below-baseline
suppression effect (Healey et al., 2014) for participants
tested in the afternoon, an optimal testing time that
resulted in efficient suppression, and consequently,
slowed lexical decision responses for associates of Unre-
lated cues. Conversely, participants tested in the morning
showed speeded access of associates, suggesting that
instead of suppression, activated competitors were
strengthened by their elicitation.

Inhibitory control is critical for restricting access of acti-
vated competing information to enable the resolution of
potential interference (e.g., Storm, Bjork, & Bjork, 2007).
Our findings demonstrate that the ability to resolve inter-
ference by suppressing competitors varies with circadian
fluctuations in cognitive arousal. It has been known that
performance on tasks requiring inhibitory control is
greatly affected by time of testing, and that adolescents
(Hahn et al., 2012) and young adults generally show poor
performance on tasks requiring cognitive control at off-
peak times (e.g., Fabbri et al., 2013; Petros et al., 1990;
Yoon, 1997). Although synchrony effects are typically
absent on tasks that rely on well-learned knowledge
(May & Hasher, 1998), it has been widely reported for
tasks that require strategic processing and rejection of
dominant responses (i.e., Intons-Peterson, Rocchi, West,
McLellan, & Hackney, 1999; May, 1999; Schmidt et al.,
2012), similar to the tasks in the current study. Such estab-
lished time of day differences in behavioural performance
have been supported by recent neuroimaging data
showing differences in brain activation patterns across
the day (e.g., Anderson et al., 2014; Anderson et al., 2016;
Schmidt et al., 2015). Connectivity changes in brain areas
identified to be involved in inhibitory functioning,

monitoring, and resolution of cognitive conflict suggest
that variations in neuroanatomical networks underlie circa-
dian arousal patterns and cognitive output.

Reductions in the ability to resolve interference have
been associated not just with changes in circadian
arousal, but also with aging (Healey et al., 2013; Rowe
et al., 2006), developmental disorders (e.g., Lindenberger,
2008), and individual differences in fluid intelligence (e.g.,
Burgess, Gray, Conway, & Braver, 2011). Poor cognitive
control and ineffective suppression of activated competing
information may have a variety of consequences, including
the potential strengthening of competitors. Our findings
replicate the below-baseline suppression of Unrelated
cue associates for participants tested at an optimal time
of day (Healey et al., 2014). By contrast, participants
tested at a non-optimal time maintained activation of
rejected associates, as evident in the speeded lexical
decision performance. Rather than restricting access to
competitors in the face of interference, poor cognitive
control at non-optimal times allowed competitors to be
implicitly rehearsed, producing the observed facilitation
effect. These findings are consistent with previous studies
showing that inefficient inhibitory control can elicit proces-
sing of non-target information, which may act as an
implicit rehearsal opportunity to enhance memory for
that information on subsequent tasks (e.g., Biss, Ngo,
Hasher, Campbell, & Rowe, 2013).

We note that the facilitation patterns seen at off-peak
times is similar to that shown by older adults who are
less able to suppress competitors relative to young adults
in a variety of tasks (e.g., Healey et al., 2013), potentially
resulting in greater accessibility of competitors. Those find-
ings are consistent with others in the literature showing
that older adults are more susceptible to proactive interfer-
ence relative to young adults (Kane & Hasher, 1995; Lustig
& Hasher, 2001; Winocur & Moscovitch, 1983), and show
less efficient neural network organisation at off-peak than
peak times of day (Anderson et al., 2016). Similar to the
facilitatory effect observed in the current study, age-

Figure 1.Mean reaction time on lexical decision task (Phase 2), as a function of word type (Control, Related, or Unrelated) for participants tested at optimal vs.
non-optimal times of day. Error bars show standard errors.
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related memory failures may be partially accounted by
inhibitory deficits that allow competitors to be maintained,
contributing to greater interference, and thus reducing
retrieval (e.g., Anderson & Neely, 1996; Campbell, Hasher,
& Thomas, 2010; Healey et al., 2010; Healey et al., 2014).
It is worth noting that “ineffective” suppression may also
benefit some aspects of performance including creativity
(Weith & Zacks, 2011), learning environmental regularities
and knowledge of non-relevant information (e.g., Amer,
Campbell, & Hasher, 2016; Campbell et al., 2010; see also
Thompson-Schill, Ramscar, & Chrysikou, 2009).

In the present study, we provide evidence that (a)
below-baseline suppression of competing memory traces
is a replicable finding and further, (b) that it varies with cir-
cadian fluctuations in cognitive arousal. Difficulties in resol-
ving interference to retrieve specific memories may be
partially attributed to time of day changes that compro-
mise our inhibitory control.
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