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Psychologists have long been interested in variations in behavior over the course of the day.  The first article in the first issue of The American Journal of Psychology (the first psychology journal published in the US) reported data on the impact of time of day on the magnitude of the knee jerk response (Lombard, 1887).  Much of this work has assumed that there is one general pattern or one optimal time of day that characterizes everyone's performance, regardless of variables such as age (e.g., Baddeley, Hatter, Scott, & Snashall, 1970; Blake, 1967; but see Bergstrum, 1894, for an early, albeit rare, exception). This neglect of individual and developmental differences is mirrored in longstanding western cultural beliefs, as indexed by aphorisms such as "early to bed, early to rise, makes a man healthy, wealthy, and wise" or "the early bird gets the worm."  The message is clear:  it is best for all of us to be morning people.

However, even casual observation provides many examples of deviations from this general pattern.  For example, parents of high school students frequently complain about how difficult it is to get teens out of bed early in the morning, and their teachers complain about how difficult it is to get them to pay attention (or even stay awake) in early morning classes.  Indeed, these casual observations have been confirmed in surveys of time of day preferences among adolescents and young adults (e.g., Kim, Dueker, Hasher, & Goldstein, 2002; May & Hasher, 1998).   
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Despite these observations and the evidence of a relative absence of morning type preferences in adolescents and young adults, the school day tends to reflect the cultural belief in the wisdom of learning in the morning.  In fact, the school day typically begins at an earlier hour as students get older, potentially exacerbating any problems created by a mismatch between circadian preferences and the timing of learning opportunities (Carskadon, Wolfson, Acebo, Tzischinsky, & Seifer, 1998).  Indeed, there is a widespread belief that the critical subjects of English and Mathematics should be taught early in the school day while other, possibly less important topics such as Physical Education, Art and Music, should be taught later in the day (Dunn, Dunn, Primavera, Sinatra, & Virostko, 1987).  The tacit assumption is that students are - or possibly should be - most alert in the morning and the most important and intellectually demanding subjects should naturally be taught during this time.  Oddly, there is very little empirical evidence to support this position.  One of the few citations buttressing this assertion is to a paper by Gates published in 1916.

Another example of the neglect of individual and developmental differences is actually seen in the event that initiated the line of research discussed in this paper.  We started a project that involved testing a large number of older and younger adults and to use our lab space efficiently, we planned to test people from 8:30AM to 6PM.  However, we quickly found that older adults did not wish to be tested in the afternoon and certainly not in the late afternoon.  Undergraduate students, by contrast, did not want to be tested early in the day; they really only wanted to come in after 11AM, preferably after noon.

How might this puzzling pattern of time preferences be explained?  For the young adults, we considered that it was a social phenomenon because US campuses have lots of visiting and partying (and some studying) late in the evening. More puzzling to us was the behavior of older adults; they were mostly retired and so were free to set their daily schedule as they liked.  Why did so few of them want to be tested in the afternoon?  The answer is tied to individual as well as developmental differences in circadian rhythms.

CIRCADIAN RHYTHMS

Daily fluctuations in behavior are ubiquitous features of virtually all organisms from plants, to unicellular algae, to humans.  These fluctuations, which occur on a roughly 24-hour cycle, are known as circadian rhythms (from the Latin circa, "approximately" and dies, "day").  Circadian rhythms – a term that entered the literature in 1959 (see Moore-Ede, Sulzman, & Fuller, 1982) - persist even in the absence of environmental cues and, as a result, are considered to be endogenous.  However, this internal "clock" is entrained, or set, to a precise 24-hour period by exogenous cues (known as zeitgebers).  The locus of this biological clock is thought to be in the suprachiasmatic nucleus of the hypothalamus and recent evidence suggests a role for the Opn4 gene which codes for the protein Melanopsin (Panda, Sato, Castrucci, Rollag, DeGrip, Hogenesch, Provencio, & Kay, 2002).

There are a variety of circadian rhythms that influence physiological functioning in humans.  Among them are rhythms in the sleep-wake cycle, glucose uptake, core body temperature, neurotransmitter function, heart rate, and circulating hormones (Folkard, 1983; Hrushesky, 1994; Monk, 1989; Moore-Ede et al., 1982).  Circadian rhythms also play an important role in the treatment of many diseases.  Circadian variations are found in disease symptoms as well as in the ability of tissues to absorb drugs.  In many cases circadian patterns play a role in disease severity.  For example, the great majority of asthma attacks take place between two and six o'clock in the morning and myocardial infarctions strike twice as often in the morning as at other times of day (e.g. Hardin, 2000; Hasher & Goldstein, 2001).  Against this background then, it is not surprising to find that there is a circadian rhythm that impacts on intellectual and physical performance, with better performance at some times of day than at others.


The arousal rhythm that impacts on cognition can be measured with  a simple paper and pencil task developed by Horne and Ostberg (1976; 1977) called the Morningness-Eveningness Questionnaire (MEQ).  The test consists of 19 questions, among which are the following:  "Considering only your own 'feeling best' rhythm, at what time would you get up if you were entirely free to plan your day?" and "If you went to bed at 11PM, at what level of tiredness would you be?"


The test sorts people into five categories that range from "definitely morning type" through "neutral" to "definitely evening type."  This test has been translated into many languages and used to assess circadian patterns around the world (e.g., Adan & Almirall, 1990).  Psychometric assessments show that the questionnaire has good reliability and that scores on this test correlate with variation in body temperature, sleep-wake cycles, and periods of perceived alertness (Tankova, Adan, & Buela-Casal, 1994; Vitiello, Smallwood, Avery, & Pascualy, 1986).

DEVELOPMENTAL AND INDIVIDUAL DIFFERENCES 

IN CIRCADIAN RHYTHMS

Using the MEQ, a substantial literature has accumulated confirming observations that children (8 to 16 years old), university students (18 to 25 years old), and older adults (50 years and older) have different time of day preferences (e.g., Adan & Almirall, 1990; Intons-Peterson, Rocchi, West, McLellan, & Hackney, 1998; Hasher & Goldstein, 2001; Kerkhof, 1985; Kim, et al., 2002; May & Hasher, 1998; May, Hasher, & Stoltzfus, 1993; Tankova, et al., 1994; Vitiello, Smallwood et al., 1986; Yoon, 1997).  In general, most children prefer morning times, most younger adults prefer afternoon or evening times, and most older adults once again prefer morning times for both intellectual and physical activities.
In addition, within these broad age-based tendencies, there are substantial individual differences.  As a result of these age and individual differences, general conclusions about the "optimal" time of day - conclusions that characterize most people regardless of age - can rarely be made.

Children and Adolescents

A small but growing literature has examined children's morningness-eveningness preferences (e.g., Bearpark & Michie, 1987; Carskadon, Vieira, & Acebo, 1993; Ishihara, Honma, & Miyake, 1990; Kim et al., 2002).  For instance, Carskadon et al. (1993) reported a phase delay in children's sleep and wake-up time and concluded that biological rather than psychosocial (e.g., birth order and peer group) factors are causes of this sleep phase delay.  Also, Bearpark and Michie (1987) examined the relation between the morning/evening preferences of 350 children aged 10 to 17 years and their sleep disturbances using a modified version of the MEQ.  They reported that MEQ scores significantly decreased with age, moving towards an evening preference, and also reported that sleep disturbances (e.g., restless sleep) were related to evening preferences.  Ishihara et al. (1990) examined changes in morningness-eveningness by Japanese females aged 9 to 15.  They reported a similar finding, namely that with advancing grades, students changed their preference toward eveningness.  Additionally, they argued that this circadian phase shift seemed to be established by around 12 years of age.


Until very recently, however, there was little normative data available on time of day preferences in children.  However, Kim et al. (2002) provided such norms using a larger and more diverse sample than previously available:  900 US children ranging from 8 to 16 years of age, including boys and girls as well as children from five racial/ethnic groups (Asian, African American, Caucasian, Hispanic and Native American).  This investigation used a children's version of the MEQ, adapted from Carskadon et al. (1993), called the Children's Morningness-Eveningness Preferences (CMEP) scale.  This scale has 11 questions of the following sort:  "Is it easy for you to get up in the morning?" and "Guess what!  Your parents decided to let you set your own bedtime.  What time would you pick?"


The Kim et al. findings on the relation between age and children's time of day preference are consistent with those of others (Bearpark & Michie, 1987; Carskadon et al., 1993; Ishihara et al., 1990) in that younger children's time of day preference was more toward morningness whereas that of older children's was more toward eveningness (Fig. 9.1).  In particular, this shift toward eveningness appears to occur around the age of 13.  The shift was seen for both boys as well as girls, and so cannot be attributed in any simple way to the onset of puberty (which occurs about two years earlier on average for girls than for boys).  In addition, the shift was seen for students examined under a variety of educational and social conditions - specifically, for both summer, private school students and academic year, public school students - and so cannot easily be attributed to changes associated with time of year or social circumstances.  This age shift finding is also similar to that of Ishihara et al. (1990) who argued on the basis of data collected on Japanese children that the circadian phase shift is established by the first year of junior high school (around 12 years).

It is worth re-emphasizing that older children start school even earlier than younger children in North America.  Thus, it is ironic that as older children are moving away from being "early birds", their school day is shifting towards earlier start times.  Of course, if these preference rhythms are associated with intellectual efforts and outcomes, then the school day is structured such that serious achievement problems may be created for some children, particularly those who are most shifted towards eveningness.  Data collection relevant to this point is currently in progress (Hahn, Goldstein, Ralph, Hasher & Zelazo in progress).
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FIG. 9.1. Preference scores for children aged 8 to 16 years. (from Kim et al., 2002 adapted with permission from the publisher/authors).


In addition to evidence of an age–related shift away from morningness, the Kim et al. data (Fig. 9.1) also reveal that there is  variability within each age group.  So, while most young children tend towards being "early birds," not all of them are.  While most older 
children tend away from being early birds, not all of them do so.  It remains to be seen what the academic and social consequences are for those children who do not fit the "early bird" pattern.  It is not inconceivable that for some children and young adolescents, especially those who are already vulnerable to academic failure, the consequences of being a "night owl" in an educational environment structured for "early birds" could be severe.

Younger and Older Adults

Comparable individual difference data in adults using the MEQ (Fig. 9.2) were collected by May et al. (1993, Study 1) who examined 210 university undergraduates between the ages of 18 and 22.  Of these, 94% were either "Definitely Evening," "Moderately Evening," or "Neutral" types; only 6% were "Moderately Morning" types and none were "Definitely Morning" types.  The "early bird" is a rare breed indeed on North American campuses.


May et al. also reported data from 91 older adults between the ages of 66 and 78.  These data, also shown in Fig. 9.2, demonstrate that there is individual variability within this age group as well.  However, in marked contrast to the data on university students, there are very few older adults who are evening types (less than 2%).  Instead, nearly 75% of the older adults tested were morning types, falling into either the moderate or the definite category.  These patterns have been confirmed with larger samples of younger and older adults (e.g., Intons-Peterson et al., 1998; May & Hasher, 1998; Yoon, May, & Hasher, 1999).
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FIG. 9.2. Morningness-eveningness distributions. (from Yoon et al., 1999 adapted with permission from the publisher/authors).


The life-span trend, then, in time of day preference comes full circle - young children are primarily morning types, there is a fairly dramatic shift that begins at about the age of 12 away from morningness, and then at least by late adulthood the preference for morningness is re-established. 

IMPLICATIONS OF AGE DIFFERENCES IN CIRCADIAN AROUSAL FOR COGNITIVE FUNCTIONING

The data reviewed above, then, clearly indicates that there is a major shift in arousal patterns from childhood to young adulthood and from young adulthood to old age.  In addition, there are comparable age-related phase shifts that have been seen for older nonhuman animals as well (see below).  In light of this shift in arousal patterns with age, two key questions arise:  (1) What difference does this shift make for conclusions about development and cognition? (2) To what degree do age differences in circadian arousal contribute to observed differences in performance? Because data on children are currently unavailable, we address these questions using data that compare older and younger adults.  We think it reasonable to presume that similar patterns will be found when comparable studies are done with children.  


The key questions regarding circadian arousal and age were brought into focus by our attempts to test people across the day from early morning to late afternoon.  A practical problem we faced was the difficulty we had in hiring undergraduates to test the older adults early in the morning when the latter actually wanted to be tested.  Because virtually no undergraduates wanted to work at 8:30 or 9 AM, we found that we, like other investigators, were testing most participants after 11AM (May et al.).  Thus, if arousal preference patterns influence cognitive functioning, we might be accidentally biasing our data to inflate age differences artificially.


This concern motivated our initial study on this topic (May et al., 1993, Study 2).  Its participants were university students ranging in age from 18 to 24 and who fell into the evening-type range on the MEQ.  The older adults were well educated and ranged in age from 60 to 76 and all fell into the morning-type on the MEQ.  Participants read a series of stories followed by a recognition test that consisted of a mixed series of old and new sentences.  Participants were to say "old" or "new" to each sentence as they saw it.  The data (Fig. 9.3) are shown for corrected recognition, or hits (old sentences called old) minus false alarms (new sentences called old).  The data for younger and older adults tested in the afternoon may be seen in the right panel of Fig. 9.3.  Note that the young adults show a 35 percentage point advantage over the older adults.  This advantage in favor of younger participants is not atypical.  However, when recognition performance was tested in the morning, there were no age differences at all!  Needless to say, this is a far from typical finding in the cognitive aging literature.

Looking at the full set of findings - based on younger and older adults who were tested early in the day (8 or 9AM) or late in the afternoon (4 or 5PM) - it is clear that younger adults’ scores improve from the morning testing times to the afternoon times, while those of older adults decline.  The 35% advantage for younger adults over older adults tested in the afternoon is reduced to a 20% advantage when both age groups were tested at near their peak times, morning for most older adults and afternoon for most young adults.  Taken together with the fact that the majority of North American older adults are morning types, these data suggest the very important possibility that age-related differences can be exaggerated in the research literature whenever time of testing is uncontrolled.
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FIG. 9.3. Sentence recognition by testing time. (from May et al., 1993 adapted with permission from the publisher/authors).
As well, the data suggest that performance is better when it is assessed at an optimal time rather than at a non-optimal time.  May and Hasher (1998) called the beneficial effect of a match between task demands and preferred time of day the synchrony effect.

THE SYNCHRONY EFFECT

The purpose of the first set of studies of the synchrony effect was to document declines in performance from optimal to non-optimal times of day.  In most of these experiments, the participants are older adults who are morning types and younger adults who are evening types.  Everyone is tested either first thing in the morning (8 or 9AM) or late in the afternoon (4 or 5PM).


One investigation of the synchrony effect (May, 1999) focused on people’s ability to resist distraction in the context of a verbal problem solving task in which people solved a series of word problems, called remote associates.  Each problem presents three words which can only be related to each other by generating a missing fourth word.  The participant's task was to come up with that missing word.  For example, the following three words can be related to each other by the word SICK: SEA, HOME, STOMACH.  The three words were either presented alone or in combination with some distractors which were visually different from the targets.  With respect to the solution word, the distraction could either be leading (i.e., helpful) - nausea, lonely, ache, or misleading (i.e., harmful) - horse, house, liver.  Everyone was instructed to ignore the distraction.


Performance on the basic problem-solving task (presented with no distraction) did not vary with age or with time of testing - everyone got about a third of the problems correct.  The focus of the analysis was on the costs and benefits of distraction: The difference between the proportions of items solved when no distraction was present versus when distraction was present.  These data are presented in Fig. 9.4.  Consider first the data for young adults: They are clearly bothered by distraction in the morning but, late in the afternoon, it is as if the distraction were invisible to them.  The data for older adults show the opposite pattern with respect to time of testing: They show smaller distraction effects (both costs and benefits) in the morning than in the afternoon.  These data are consistent with the proposed synchrony effect – better performance at optimal times of day.  Further, if older and younger adults had been compared only in the morning, the obvious conclusion would have been that younger adults are more distractible than older adults.


On the other hand, if older and younger adults had been compared only in the afternoon, the data would suggest what we now know to be an exaggerated distraction effect for older adults compared to younger adults.  Keeping in mind that everyone in this study was instructed to ignore the distraction, these data are theoretically interesting because they suggest that the goal driven regulation of attention can vary across the day.  Based on the attentional regulation theory proposed by Hasher and Zacks (1988; see also Hasher, Zacks, & May, 1999), the data suggest that what gets encoded into memory is going to vary across the day, with larger, more cluttered "bundles" of information being encoded at non-optimal times than at optimal times.  These larger bundles of information will include information that is irrelevant to the momentary goals of the participant, along with the relevant information.


What impact might this lapse of control have on "downstream" tasks like retrieval?  One clue comes from the well established "fan effect" (e.g. Anderson & Bower, 1973).  This effect shows that the larger the number of items that need to be searched through to find a target to recall, the slower and less accurate recall will be.  The distraction findings from the remote associates task suggests that because memory bundles are likely to include more irrelevant information at non-optimal times than at optimal times (Carlson, Hasher, Connelly, & Zacks, 1995; Connelly, Hasher, & Zacks, 1991; Li, Hasher, Jonas, Rahhal, & May, 1998), memory performance will also be poorer at non-optimal times of day (Hasher, Zacks, & May, 1999).  Indeed, the recognition study described above is consistent:  It shows poorer memory at non-optimal [image: image5.wmf]0
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FIG 9.4. RAT performance: costs and benefits. (from May, 1999 adapted with permission from the publisher/authors).
We turn now to a series of studies on memory tasks; all show poorer performance at nonoptimal times of day.  We begin with data from a simple word span task (Yoon et al., 1999).  The focus of this study was the measurement of immediate memory using a verbal version of the classic digit span task, in which one starts with a short series of numbers and asks for serial order recall and then goes on to increasingly longer series of numbers.  The data may be seen in Fig. 9.5.  Note that young and old adults do not differ in the morning, with the younger adults improving their span across the day and the older adults showing a reduced span across the day.

The next set of data come from a long term memory task (reported in Winocur & Hasher, 2002 based on unpublished data from May) in which participants read two very brief stories (taken from the Logical Memory Test) and then recalled them immediately and again twenty minutes later.  The recalls were scored for the essence of the facts in the original stories.  Fig. 9.6 presents the number of facts that were forgotten (based on how many were remembered on the immediate recall test) in the morning versus in the afternoon.  Again, the data indicate that young and old participants do not differ much in the morning when both age groups forget very few facts.  However, there is a substantial increase in forgetting across the day shown by older adults - they forget about 5 facts in the morning and just fewer than 14 in the afternoon, almost tripling the size of the forgetting effect.
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FIG. 9.5. Word span. (from Yoon et al., 1999 adapted with permission from the publisher/authors).
A final retrieval study was a cued recall test that used the first three letters of words as cues (May & Hasher, in preparation).  A list of words was presented initially for pleasantness ratings, followed by a filled interval.  At test, people were given the first three letters of words that had appeared on the list presented earlier in the study session.  They were asked to use the cues to remember words on that list.  Once again, as Fig. 9.7 shows, there are minimal differences between younger and older adults in the morning with substantial differences in the afternoon (the young improving while the older adults decline from morning to afternoon). 

Thus, across a series of memory tasks, both recognition and free, cued and serial recall, and for several types of materials, young adults tend to improve their performance across the day, while older adults show a decline, conforming to a synchrony effect.
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The memory findings are consistent with the notion that the reduced

regulation of attention at the time of encoding results (e.g., May, 1999; Carlson et al., 1995) in larger bundles of information being stored (Hasher et al., 1999) which in turn reduces retrieval.  The evidence clearly suggests that attentional regulation over distraction is impacted by circadian arousal cycles.  

FIG. 9.6. Forgetting of story materials (from Winocur & Hasher, 2002 adapted with permission from the publisher/authors).

The memory literature also provides evidence of another form of attentional regulation difficulty – this occurring at the time of retrieval rather than at encoding.   At non-optimal times, there is less monitoring for goal consistent responses, and less control over dominant responses.  As a result, more "schema driven" behaviors will be seen than at optimal times (Bodenhausen, 1990).  Strong, highly accessible responses will come to mind (and body) and will not get carefully examined for their appropriateness.  Hence, errors tied to dominant responses that are not filtered will be heightened at non-optimal times of day.  For example, Intons-Peterson et al. (1998) have shown that people make more false memory errors at non-optimal than at optimal times of day.

This failure to monitor what is produced at recall can also be seen in the "Moses Illusion" task in which people fail to monitor their output in response to queries.  In this task, people are presented with a long series of questions.  Consider, for example, the following questions:

"Who did Clark Kent turn into when he went into a telephone booth?"

"Who was the first president of the US?"

Mixed in with such questions are false items such as:

"How many animals of each type did Moses take on the ark?"

FIG. 9.7. Stem cued recall of words (May & Hasher, in preparation).
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The apparent answer is two, but the question is false since it was Noah, not Moses, who was involved with the ark.  Participants are forewarned that there will be trick questions and when such questions occur, they should not answer them.  However, as one might imagine, people do indeed answer them.  Fig. 9.8 shows the time of day effects for answering such questions for both older and younger adults.  Once again a familiar pattern can be seen, with increased errors at non-optimal times (Yoon et al., 1999).
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FIG. 9.8. Moses illusion errors (from Yoon et al., 1999 adapted by permission of the publisher/author).

Other work shows that at non-optimal times, people are more likely to use easily accessible stereotypes to judge individuals than they are at optimal times (Bodenhausen, 1990).  These errors of thought can all be called "slips" of thought to relate them to the "slips" of action literature which shows that strong motor responses are less controllable at non-optimal times.  By way of illustration of such slips, consider data from a stop signal task in which people have to occasionally withhold a response that they otherwise make most of the time.  The response is a button press to a visual cue and, after this response is well established, an occasional tone sounds that signals people not to respond on that particular trial.  See Fig. 9.9.  Young adults make more errors in the morning than in the afternoon and older adults show the reverse pattern making more errors in the afternoon (May & Hasher, 1998).


Attentional regulation of strong responses, like attentional regulation over distraction, also appears to vary with circadian arousal and these variations are not limited to humans.  Winocur and Hasher (1999) have shown a very similar pattern for old rats tested on a go/no-go task at the beginning versus the end of their activity cycle.  Although their "go" response times do not change across the day, their ability to not respond is reduced at the end of their cycle.  As well, the ability of old rats to perform a delayed non-matching to sample test (on which they have to reverse a previously produced response) is also reduced late in the activity cycle relative to early in the cycle (Winocur & Hasher, 2004).
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FIG. 9.9. Performance on stop signals trials (from May & Hasher, 1998 adapted by permission of the publisher/author).

At non-optimal times, individuals have less control over attentional processes, reducing their ability to ignore distraction and to evaluate responses for their appropriateness.  As a direct consequence (from the Hasher et al., 1999 theoretical perspective), people are more likely to have difficulty remembering, and they are more likely to use highly accessible decision and retrieval routes rather than more difficult ones that involve analysis and evaluation.  Thus, strong responses in both thought and action are more likely to be observed at off peak than at peak times of day.

Because strong responses are preserved at off peak times of day, any time a strong response is the correct one, no time of day differences will be found.  Indeed, there are several reports in the literature showing such performance for very well established knowledge, such as vocabulary tests and the accuracy and speed of category membership decisions.  For university educated adults, these are all highly over-learned responses and since the first response is correct, changes across the day are not seen (e.g., May & Hasher, 1998).  

If retrieval of overlearned information is not impacted by arousal cycles, this suggests the possibility that experts can perform at very high levels, independent of the synchrony between their arousal levels and the time of performance.  To our knowledge, there are no such data in the literature.

CONCLUSION

A few generalizations are suggested by the results of the studies presented here.  The research reviewed here confirms the earlier observations by Bodenhausen (1990) and by May et al. (1993) that synchrony between individual preferences and the time of testing is a powerful effect – even within an age group of individuals with similar arousal preferences.  The data suggest that only highly practiced responses are invariant across the day – all others will be impacted.  We emphasize that attentional regulation over both incoming information and outgoing responses are particularly vulnerable to time of day effects.  

Second, there are large differences in circadian cycles between young and older adults, and a real assessment of the extent and nature of cognitive declines requires that investigators attend to when they are testing their participants, particularly because most older adults are morning people.  A casual perusal of the aging literature suggests that time of testing is not an important feature of most studies.  Our own work suggests that failing to attend to such differences may lead to an overestimate of age differences.  Further, to the degree that people are tested on tasks and materials that are not in their domains of expertise, the single exception we have found for time of testing effects, there is 
every reason to expect that the cognitive gerontology literature exaggerates actual age differences.

The developmental literature, too, possibly gives us an inaccurate picture of age differences in cognitive functioning since even more than the aging literature, there is no acknowledgement that there are age and individual differences in arousal patterns.  In our own work, we are especially interested in the possibility that academic achievement may be disrupted by a mismatch between the individual's arousal cycle and the school day pattern.  Finally, there may be real world consequences for those people whose natural rhythms put them out of synchrony with their environment.  These include evening type university students forced to take organic chemistry at 8AM and evening type high school students taught math at 9AM.
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